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A preliminary phase of an international comparison of standards for high and ultrahigh vacuum was
carried out by the National Institute of Standards and Techno(d8T), the National Physical
Laboratory-Teddington(NPL-UK), and the Physikalisch-Technische BundesandfaiB). A

spinning rotor gaugéSRG), a Bayard-Alpert gaug€BAG) and an extractor gaug&XG) were

chosen as transfer standards. The comparison was carried out in a star-like pattern with PTB as pilot
laboratory. The argon pressures generated by the standards Hd 9 Pa were compared by
measuring the accommodation coefficient of the SRG, the argon pressures Xa67 3 Pa to

9% 10 * Pa by measuring the sensitivity of the two ionization gauges. The accommodation
coefficients determined at NIST and PTB indicate a difference between the pressures generated by
the NIST and PTB standards ofA,st— Zp1e)/7p1e= (0.09+0.11)% (standard or one-sigma
uncertainty. For the pressures betweex30 7 Pa and %X 10 * Pa the results obtained at NIST

and PTB had a mean difference (7 \ist— Zp1e)/7pre) = (0.24+0.12)%, with a maximum
difference of (1.220.6) at the lowest pressure. The NIST-PTB differences are all within the
combined uncertainties of the two standards. Large transfer standard instabilities and inconsistent
results in a first NPL-PTB comparison prompted a repeat set of measurements. An average of the
two sets of SRG measurements indicates a significant difference between NPL and PTB standards
of (AapL—Zp1e)/ 718 = (1.31 £ 0.14)%. The two sets of ionization gauge measurements
effectively repeated, but the results for the individual gauges are inconsistent. The EXG results
indicate no significant pressure dependence in the difference between the standards for pressures
below 9x 10”4 Pa. The BAG results indicate a significant increase in the difference between the
standards as the pressure is reduced, Wit — 7p18)/7’p15 bECOMING as large as 5% or 6% at

the lower pressures. Several potential problems with the BAG operation were identified, which
might indicate that more confidence should be placed in the EXG results. However, there is no
reliable evidence that the BAG comparison results were actually affected, and the results for each
gauge are so internally consistent that neither can be rejected. Further work should be directed
towards resolving this discrepancy. ®97 American Vacuum Socief$0734-210097)01604-7

I. INTRODUCTION For these reasons, the Low-Pressure Working Group of
the CCM (Comite consultatif pour la masse et les grandeurs
During the past twenty years several compariohbe-  apparentegsdecided at a 1993 meeting to carry out a com-
tween vacuum standards have been perfor(iiedile ). But,  parison for pressures betweeix 30~ Pa and X 10 * Pa.
none of these comparisons extended to pressures belopo check the comparison procedure and the suitability of the
10° Pa. One difficulty with low pressure comparisons is thechosen transfer standards a preliminary phase of the com-
relatively large instability of ionization gauge$Gs), the  parison was carried out by three laboratories with extensive
only practical transfer standards below about1@a. How-  experience with high and ultrahigh vacuum gauge calibra-
ever, the development of the spinning rotor gatBRG as  tions: National Institute of Standards and Technology
a suitable transfer standard in the high vacuum refiate  (NIST), National Physical Laboratory-TeddingtofNPL-
lows the possibility of comparing standards with improvedUK), and Physikalisch-Technische Bundesanstalt-Berlin
precision at some pressure above the SRG’s lower operatin@®TB). The PTB served as the pilot laboratory and a star-like
limit, about 10* Pa. lon gauge data obtained at this sameseries of measurements was chosen with an initial calibration
pressure can then be used to normalize lower-pressure i®equence: PT@), NIST, PTB2), NPL(1), PTB(3). The
gauge data, removing the effects of any pressure-independeNPL results appeared to be internally inconsistent, so the

systematic shifts in the ion gauge. NPL-PTB comparison was repeated one year later by ex-
tending the calibration sequence with R#B NPL(2), and
dElectronic mail: charles.tilford@nist.gov PTB(5). The PTB also analyzed the data and provided the
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TasLE |. Published international comparisons of vacuum standards sincéem, and several steps, described in the text, were taken to

1975. CMU—Ceskoslovensiytetrologicky Ustav, formerly CSSR; ETL—  \»inimize such changes and to determine their effect in
Electrotechnical Laboratory, Japan; IMGC—Istituto di Metrologia “G. .
evaluating the data.

Colonetti,” Italy; LIP—Lanzhou Institute of Physics, China; LNE— ] )
Laboratoire National d’Essais, France; NIM—National Institute of Metrol- It can also be noted that, as in any comparison of stan-

ogy, China; NIST—National Institute of Standards and Technology, USA;dards, we can only determine differences and not absolute

NPL—National Phy:'slcal Laboratory, Qreat Brltalq; NPL/I—National Physi- values. Therefore, there is some probability that standards

cal Laboratory, India; PTB—Physikalisch-Technische Bundesanstalt, Gerf d be in “ d” ight sh ianifi

many; SOGEV—Laboratoire de Metrologia de L.H. Sogev, France. ound to be In 909 agreement might share a's.lgnl icant
common systematic source of error. The probability of such

~ Date of Pressure range Participating undetected sources of error is decreased as the number and
final publication (P3 laboratories Reference  jasign variety of compared standards increase.
1975 210 3t05x 1073 NPL, PTB 1.2
1978 8< 1075 to 8x 102 NPL, IMGC, 2
. SOGEV, PTB A. The primary standards under comparison
1989 10%to0 1 PTB, LNE, IMGC
NPL, CMU, NIM, The NIST and PTB standards for the range of this com-
. NPL/, NIST, ETL 3 parison are based on the continuous-expansion me#isa
1989 10%to1 PTB, NPL/I 4 led d . : ificefl thothe NPL
1992 2102 10 0.2 LIP, PTB 5 called dynamic-expansion or orifice-flow methpthe

standard is based on the series-expansion metisd called
the static- or volume-expansion method
The NIST ultrahigh vacuum standardull calibration

77 71 -
transfer standards: one SRG, one Bayard-Alpert ionizatiof@ge 1x10~" Pa to 1X10™" Pg was used in the present

gauge(BAG) and one extractor ionization gaugexa). comparison. It is geometrically similar to, but somewhat
larger than, the NIST high vacuum standéarthe constant-

pressure flowmeter, which is common to both NIST vacuum
standards, is described in Ref. 8. Subsequent improvements
have resulted in reduced uncertainties compared to the un-
Il. DETAILS OF COMPARISON certainties given in Refs. 7 and 8.
The PTB standard is described in Refs. 9 and 10, and the
The standards to be compared are pressure generators..fnstant-pressure flowmeter in Ref. 11. Although similar in
value,p, of the true generated pressuré, can be calculated  yesign and operation, the PTB and NIST standards differ in

from the operating parameters of the standards, as explain%gverm details, principally the pun§pTB uses a cryopump,

in the references cited in Section Il A. The calculated PreSy, hile NIST uses a turbomolecular puinpase pressur@ee

surep is only an apprpximation tp the generated. pressureOelov\b’ and the size of the orificdthe PTB orifice is 34 mm
2, with a probable limit of error given by the specified un- in diameter, the NIST orifice is 11 mm in diameteThe

certainty of the standard. While’ can never be known ex- calibration range of the PTB continuous expansion standard

actly, the transfer standards used for this comparison, ion anscflarts at % 10-7 Pa and ends at 15510-2 Pa.

spinning rotor gauges, described in Section Il B, respond di- The NPL high vacuum series-expansion standard uses

rectly to 7 with an observable ion current or decelerationfour expansion stages, the first two of which are part of
rate determined by” and a true gauge characteristic or sen- . T . . .
y’ gaug an earlier standard described in Ref. 12. This standard is

sitivity. With appropriate corrections for operating param- . 6
eters(e.g., temperature, emission curpertalibration data normally used to generate pressures in the ranged ™ Pa

for these gauges, obtained with a particular standard, can 18 10 Pa, although it has the potential for operation at both

used to calculate a sensitivity or gauge characteristic, as d&igner and lower pressures. For this comparison purposes its

scribed in Section 11 C, that is directly proportional to the OPeration was extended to pressures below10™° Pa.
generated pressure and inversely proportional to the calcu- Table Il gives the uncertalntlgg of the calculated pressures
lated pressure for that particular standard. Thus, from th@Ver the relevant range as specified by each laboratory at the
differences between sensitivity values obtained with differ-ime of the comparison. The values in Table Il include only
ent standards at the same value of the calculated pressure, wacertainties due to systematic effects; uncertainties due to

can determine the differences between the true pressurédndom effects were omittethey will be reflected in the
generated by the different standards. standard deviations of the comparison dakllowing cur-

It is not possible, of course, to perform the calibrationsrent recommendatiort$,quadratic addition of the individual
with the different standards at exactly identical values of theuncorrelated uncertainties is used throughout this article and,
calculated pressure, but since the gauge sensitivities or chdn keeping with the convention for reporting the results of
acteristics are slowly varying functions of the pressure, wecomparisons of primary standards, all uncertainties are stan-
can readily extrapolate to equivalent values at the specifiedard or one-sigma uncertainties.
calculated pressures. Ideally, the true gauge characteristics The pressures calculated from the operation of these stan-
should not change between the calibrations at the differerdards are additive to a residual or base pressure. Typical
standards. In practice, such changes are a significant probesidual pressures measured with the transfer extractor gauge
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TasLE Il. Relative standard uncertaintigene sigma due to systematic  There is no apparent correlation between the pressure after

effects in the calibration pressures of the standards included in this compari[-ransport and changes in the calibration of the transfer
son, as stated by each laboratéguadratic addition of individual uncorre-

lated uncertainties Uncertainties due to random effects are not included. gauges.

The ionization gauges were mounted on each standard
Pressure Relative uncertainty%) with their axes vertical. A commercial ion gauge controller
Pa NPL NIST PTB supplied gll necessary voltages and currents. The applied po-
— tentials with respect to ground were 220 V for the anode, 80
3x10°7 0.61 0.24 V (100 V) for the BAG (EXG) cathode, and 205 V for the
5% 10 0.55 0.58 0.24 : ller of the EXG. Emissi S| hi
9% 10~ 0.45 0.54 0.24 ion repeller of the - Emission currents in each ion gauge
3%10°6 0.42 0.54 0.24 (BAG: 0.6 mA, EXG: 1.6 mA were measured with a preci-
5x10°° 0.41 0.43 0.24 sion ammeter inserted into the anode circuit. All ion currents
9X 10:? 0.41 0.33 0.24 were measured with the same picoammeter. All these instru-
3X1075 0.41 021 013 ments, including cables, were part of the transfer set to en-
ox10 0ot 020 013 the largest possibl istency between the laborat
9% 10-5 0.41 0.20 0.13 sure the largest possible consistency between the laborato-
3x10°* 0.32 0.17 0.13 rnes.
5x10°* 0.32 0.17 0.13 The SRG rotor and thimble assembly included a special
9x10°* 0.32 0.17 0.13 transport devick¥ that ensured that the rot¢stainless steel,

4.76 mm diametgrwas kept under vacuum and could not
move in the thimble during transportation. Each laboratory
used its own rotor suspension head and controller to operate
were 5<10°° Pa at PTB(after 300 °C bakeout for 50)h  the SRG. A considerable body of experience in our labora-
2% 10 8 Pa at NIST(260 °C, 16 h, and 1x10 7 Pa at NPL  tories indicates that, in the range of this comparison, inter-
(250 °C, 18 h. changing suspension heads and control units does not affect
the reliability of the readings.

B. The transfer standards C. Comparison procedure

The primary focus of this work is a comparison in the
high and ultrahigh vacuum range where the only practicall. Spinning rotor gauge

transfer standards are ionization gauges. As previously men- Comparison of the standards ax20™“ Pa was accom-

tioned, two different types of ionization gauges were used a§jished by comparing the values determined in each labora-
transfer standards: a Bayard-Alpert gauge and an extract@gyy for the pressure-independent accommodation coefficient
ionization gauge; both gauges have yttrium oxide coated iri;; of the SRG rotof> which is the calibration constant of the
dium cathodes. The EXG allows a better measure of the basgrg |t is also known as theffectiveaccommodation coef-
pressures since its residuaero-pressuflecollector current  ficient since it accounts for the surface roughness of the ball
is one to two orders of magnitude smaller than that of &, \ye|| as the tangential-momentum accommodation coeffi-

BAG. However, the stability of ion gauges is less than de<jent, The measured accommodation coefficient is given by
sirable for this comparison. Therefore, an additional transfer

standard, the spinning rotor gauge with better demonstrated 7 —w| pd_
stability was included. This was used to establish the differ- 7~ 2qg @C(T)' @)
ence between the standards at 0 * Pa, a pressure that , )
can be conveniently measured by all the gauges, and, in eY\_/herep and d denote the density and dlgmetgr of the rotor,
fect, recalibrate or renormalize the ion gauges at this pressu%m_ the calculated value of the calibration pressure,
with respect to the reference laboratory’s standard. —(o/w) the measured fractional rate of change of the ro-
Each nude ionization gauge head was mounted into r's angular speed due to molecular diége measured de-
standard vacuum plumbing elbow and each gauge/elbow un@eleration rate corrected for a pressure-independent residual
attached symmetrically to an all metal valve. This as- drag andc(T) is the average molecular speed given by
sembly, which remained intact for the entire duration of the SRT
comparison, ensured that the electric potential distribution ¢(T)= \/—M
around each gauge and the thermal and molecular conduc-
tances between each gauge and the vacuum chamber wdtach laboratory used the same parameter values, fbrand
identical in each lab. This assembly was evacuated anil (the argon test gas molecular weighhd the universal gas
sealed(T valve closed when transporting the gauges. constantR. The local gas temperatufe was measured by
The pressures in the isolat@&dvalve and gauge assembly each laboratory. For each standard, the accommodation co-
were estimated after each transportation using the SRG. Thefficient was determined at910 “ Pa each time either ion-
pressures were typically between 0.1 Pa and 1 Pa, howeveration gauge was calibrated at this pressure. This served to
higher pressure€l00 Pa, caused by leaks of the valves dur- detect any anomalous behavior of the standards or ionization
ing transportation, were found after the NIST-PTB transfergauges.

w

@
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2. lonization gauges without any intervening return to base pressure. These oper-

ting characteristics, and the consequent calibration proce-

ures, are in effect a part of the standards to be compared.
Therefore, in general, each laboratory was expected to follow
its normal operating and data taking procedures.

_ (le=leo) One exception is that all laboratories agreed to adopt a

~ (p—po)le’ © gauge-conditioning procedure developed by the pilot labora-

_ _ _ _tory (PTB).1%Y" Each laboratory initially baked its vacuum
wherep, is the pressure due to residual gases in the calibr

i hamb is th due to th dual IaS'tandard, with transfer gauges attached and isolation valve
lon chamberp 1S Ihe pressure due 1o the residual gases pu%pen, to at least 250 °C or higher, according to its normal

the _standards _calculated calibration pressureprocedure. During cooldown, between 150 °C and 100 °C,
Psid P=Po+ Pstd), !¢ iS the collector current at pressure

b, | the collector current at residual presspge and! , the the EXG was degassed by electron bombardment of the an-

emission current. NIST and PTB made an emission curren?de(g”d) with 45 mA of 480 eV electrons for 3 min; for the

measurement with each ion current measurement; NPL med/\C the current was increased to 90 mA. On the day before

sured the emission current at base pressure, just prior to tfig€ first calibration, the ion gauges were degassed a second
generation of a calibration pressure. Since the standards ogge' while at room temperature, in the same manner. After
erated at different temperatures, and ion gauges are sensitifdS degassing the two ion gauges were operated simulta-
to gas density, it was necessary to multiply the calculated€ously at 10° Pa argon pressure for 1 h. The electron
sensitivities by the ratio of the absolute temperature of thd&ombardment primarily cleans the anode, whereas the high-
standard divided by 296.15 K to determine the equivalenpressure operation cleans the ion collector surface by ion
sensitivity values at a common reference temperature dpombardment to achieve a stable secondary electron produc-
23°C. In so doing, we are assuming that the temperaturéion at the collectot®® After this initial treatment, no fur-
difference between the IGs and the stand4dde to cathode ther degassing was performed. Following this procedure, at
heating is the same in each laboratory. least 12 h elapsed before the calibration began. The efficacy
Sensitivities were determined in a sequence of increasingf this procedure in stabilizing ion gauge sensitivity is dis-
calibration pressures starting atxa0~’ Pa for PTB and cussed in Section llI, and is reflected in the overall ion gauge
NIST (extractor gauge at 5x10°7 Pa for NPL, and stability observed during the comparison.
9x10°’ Pa for NIST (BA gauge and continuing up to This change of conditioning procedure is of concern prin-
9X 10“.1 Pa in a three-points-per-decade patterrx (@, cipally in its effect on the stability opy andl.q. It can be
5X107!, and 910!, with j=7, 6, 5, and 4 The sensitiv-  seen from Eq. 3 thap, and |, must be stable relative o
ity was measured at least twice at each calibration pressurgnd| c over the time between the measurements at base pres-
The calibrations were repeated at least once on another dayjre and the completion of a calibration point. This is of little
at a minimum of four pressures, including<30™°® Pa,  concern for the NPL volume-expansion standard since only a
3X10°° Pa, 9<10 ° Pa, and %10 “ Pa. few minutes elapse between the measuremehgoénd the

Detailed calibration procedures are determined in part b%ompletion of a calibration point. However, for the NIST

the operating procedures of the primary standards, which difyjsice flow standard it canéd1 h between the measurement
fer significantly. In particular, volume-expansion standard

%of 1, and the completion of the first point of a calibration

start each calibration point at base pressure with a measurgéquence’ with additional elapsed times of the same magni-

ment Ofl ¢o and reagh_ 'Fhe. calibration pressure n a fraction Oftude for subsequent points. Since the gauge-conditioning
a minute after the initiation of the gas expansion. However

at lo . pfrocedure used in this comparison differs from that normally
w pressures the generated pressure changes at a signifi- . )

. : used at NIST, NIST monitoretl, before the generation of
cant rate due to surface adsorption, outgassing, and gau%glibration ; ) nd found that the rate of change never
pumping, so that the calibration data must be obtained within pressures and fou ,1? © rate o change neve
1 or 2 min from the initiation of the expansion, and only Oneexceeded'th(.a. equivalent ob2l0 ™ Pa/h, which will not .
gauge is calibrated at a time. Orifice-flow systems typicallycause a significant error for even the Iowest-pr_essure points.
take 5-15 min to change calibration pressures and anothé}I any pressure, eIecjtron-sUmuIatgd desorpti@sD) of
5-20 min to determine the pressure but, once achieved, cdf"S from the anodégrid) can contribute to the measured
maintain the pressure stable to 0.1% or better almost indeffollector current .. We Dbelieve that under our operational
nitely. Typically, multiple gauges are calibrated at the samesonditions ESD is a negligible effect. However, if ESD is a
time, and NIST operated both the EXG and BAG at all significant effect, it could be pressure dependent, with a con-
times, although the electronics used with the BAG and ExGsequent time dependence as the surface coverage of the grid
permitted the calibration of only one gauge at a time.equilibrates with the ambient pressure. At each calibration
Orifice-flow calibrations start with a determination Igf at ~ pressure NIST monitored the total collector curréptand
base pressure, followed by the generation of one or moréound that it never drifted by more than 0.1%/h, which can
calibration pressures; PTB returned to base pressure aftbe explained by instabilities of the ambient temperature.
each calibration point, while NIST generated a series of inThese results are effectively the same as those observed at
creasing calibration pressures through the course of a daiIST after the normal NIST conditioning procedure, so we

For the ion gauges the measurand to be compared is th
argon sensitivityS (also called ion gauge constantlefined
as
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believe that these calibration results are representative @RG is stable, transfer the pressure scale>al@ 4 Pa of
normal operation of the NIST standard. one laboratory(a) to another(b). Thus, simultaneous SRG
and ion gauge data taken @) can be used to correct the
original calibration of the ion gauge &) for any changes in

As noted eariler, we are comparing the standards by conthe ion gauge true sensitivity that have occurred since leav-
paring calculated transfer standard characteristics or sending (a). To within the stability of the SRG, this eliminates
tivities, specifically, the accommodation coefficienof the  pressure-independent shifts in the ion gauge sensitivity.
spinning rotor gauge and the sensitivit®of the two ion- For pressures below>910™ 4 Pa the relative standard de-
ization gauges. In general, the gauge characteristics as det&fation of S,.(p) is approximated by
mined by each participating laboratory can differ for three
reasons:(i) differences of the pressures generated by the ASn(P)  [[A(S(p))]*  [A(S(9x10 “Pg]*
standards at the same specified presgiifetandom errors, S(p) (S(p))? (S(9x 10 *Pg?
and (iii ) instabilities or differing responses of the transfer
standards. Lacking other information, the measured differ
ence in gauge characteristics is ascribedi¥e-a difference mean. o . . L
in the standards. But this indicated difference must be inter- B€cause of the limitations in obtaining repeated data it is

preted within the context of the possible errors causediby d|ff|f;ul_t toAc;btam a “repr_esentatlve” Vf"l!ue of the standﬁrd
and (i ). The resultant uncertainties can be both large anaiewatlon (p) at any given pressure; in many cases there

difficult to evaluate. Vacuum calibrations are slow and diffi- '€ only two data points at a given pressure and the calcu-

cult so that the repetition of data to reduce the effects 0]lated standard deviations have large variations as a function
random errors is limited by practical considerations. Furtherf)f IpreSSLtJ)re: Tr(;ef values usedhl_ndth% repo:t are _slm]?otr:jed

significant shifts in ion gauge sensitivity are possible. Thesd&Ues O tained from zero to third order polynomials |tt_e as
problems prompted efforts to estimate the instability of the?® function of pressure to the calculated standard deviations

transfer standards and develop a meaningful uncertaint§9r|eaCh Ir?tlmtr)atorys dat?. h -
analysis from the limited data available. n each laboratory at least two characteristics were mea-

The instability of the transfer gauges under IaboratorySurecj on different days. The normalized dég. (4)] for the

conditions was examined in the pilot laboratory before thedlfferent days were averaged at each target calibration pres-

comparison and is described in Section Ill. However trans>Ure: and are indicated as
portation and exposure to different environments can cause Sinc(p):@m(p»' (6)

even larger instabilities and can be estimated only from the

comparison data itself. For the SRG this estimate and thé&he index 'i” stands for the final result of the calibration
uncertainty analysis is relatively straightforward due to thesequencei (i=PTB(1), NIST, PTB2), NPL(1), PTB(3),
smaller magnitude of the instabilities and larger amounts oPTB(4), NPL(2), or PTB5).

data, and is described in Section IV A. For the ionization At a later stage in the analysis, the data at® ¢ Pa are
gauges, however, we first make some general comments afigither normalized to the initial pilot laboratory calibration,
then outline the procedure in the following paragraphs.  PTB(1).

At the time of the calibration there exists a value of the As will be seen in Sections IV B and IV C, for some of
sensitivity, that we will call the “true” valueS™e We can the data the dominant uncertainties were caused by system-
only approximate this value by a calculated vafiiewhich  atic changes in the ion gauge characteristics. The effects of
differs from S due to systematic and random errors. It isthese changes are much more difficult to quantify than the
also possible tha8™® can change with time and use; in imprecision of repeated data.
particular, S™® might change between the time it is cali-
brated in one laboratory and the time it is calibrated at an-
other. OneT typg of change, sometimes observed in _io_nizationl_ PRE-COMPARISON TESTING OF
gauge ca!lbratlon data, is the chan'g('e qf the sensitivity by'é}.HE TRANSEER GAUGES
pressure-independent factor. To minimize the effects of this
type of changdand reduce the data to a readily comprehen- The stability of the transfer gauges was investigated at the
sible form), the sensitivity data were normalized by the sen-pilot laboratory before undertaking the comparison. While

D. Evaluation of experimental data and uncertainties

®)

where A(S(p)) are the experimental standard deviations of

sitivity at 9x 104 Pa, the 1Gs were new at the start of this investigation, calibration
data for the SRG rotor have existed since 1986, when this

(S(p)) rotor was used in an earlier CCM comparisonhe history
Sne(P)= (S(9% 104 Pa)’ 4) of the accommodation coefficient values determined at PTB

is shown in Table Ill, where all data have been normalized to
whereS,. is the “normalized characteristic.” Eac{B(p)) the accommodation coefficient measured at EJBn No-
is the mean of repeated values obtained at a given pressuvember 1993. Over this seven year period the rotor changed
during a calibration proceduréypically one day’'s data  its accommodation coefficient by only 0.7% relative to the
Note that the SRG data provide an independent comparisorelue determined in November 199BTB(1)]. If the first
of the standards at»@10 * Pa and, to the extent that the measurement of the freshly prepared rotor is omitted, a sys-
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TaBLE Ill. Historical values of the accommodation coefficient of the transfer 1.03 T T T
rotor since 1986, all normalized to PTB. All values except PTRL) were z - Q
measured on the same PTB standard. E 102k 2 b3 i
Date ol oprgy i ol . . \E, o B} S8 a
9/86 1.0071 z MOFrggdgal¥2a8% 50 ]
10/86 1.0049 g o ¢
6/87 1.0050 1.00 < < <
7/87 1.0041 o [ o %0 ¢ 0%
7/88 1.0034 3 ©
9/93 1.0001 z 09or il
11/9% 1.0000 g -
0.98 1 L L
PTB(D). 0 5 10 15

CALIBRATION NUMBER

tematic drift of only about ¥ 1074 per year could be esti- FiG. 2. Normalizgd sensitivitieeaveragsl.oo of Fhe extractor gauge over
mated and therefore this rotor appeared to be suitable asiiévlgi(;-mfnth period before the comparison. For inscriptions see explanations
transfer standard.

To check the stability of the ion gauges, they were
mounted onto a static expansion standard and their sensitiviion about the mean is based on the entire set of data. These
ties were repeatedly determined over a two month period atalues were used as estimates of the instability in these
5x 10 ° Pa, a pressure in the middle of the agreed pressurgauges before the comparison.
range of the comparison. During this testing period, the ef- We believe the differing behaviors of the BAG and EXG
fects on the gauges of several conditioning treatments werare due to their different geometries; the collector of the
investigated. During this time the gauges were not remove®AG is fully exposed to the grid, whereas the EXG collector
from the system nor exposed to atmospheric air. is shielded from its grid. During electron bombardment there

The sensitivities were normalized to the average of seis a significant probability that material outgassed from the
lected valuegsee below and the results for the normalized BAG grid can contaminate its collector, whereas the prob-
sensitivities are shown in Figs. 1 and 2. It can be seen thaibility of this happening in the EXG is much smaller.
the BA gauge had a systematically higher sensitivity after The pilot laboratory also performed five calibrations
degassing. lon bombardment of the collectoperating the [PTB(1), PTB(2), PTB(3), PTB(4), and PTR5)]| during the
gauge at higher pressure, see Section)Ibfught the sen- course of the comparison for each transfer standard. These
sitivity back to the original value. This is the reason why wedata can be used to estimate long-term instabilities including
chose not to repeat degassing alone between calibrationsansportation effectésee Section Y. These data indicate
Degassing with succeeding ion bombardment, however, wakat during the course of the comparison each transfer stan-
allowed to recondition the gauge. After recalibration or iondard showed transportation-related changes whose magni-
bombardment the sensitivity was sufficiently stable. Excludtude clearly exceeded both short-term random instabilities
ing those results obtained after degassing, the relative staand the changes observed during laboratory testing. The
dard deviation about the mean is 0.21% for the BAG. magnitudes of these changes were large enough that it was

Since the extractor gauge did not show this effect aftedifficult to establish a direct comparison between NIST and
degassing, the valu@®.45% of the relative standard devia- NPL. Therefore, we will present this comparison as two bi-
lateral comparisons, NIST-PTB and NPL-PTB, instead of
one multilateral comparison.

1.03 - - T
£ 3 8 o
g © 3 30N o IV. REDUCTION OF DATA AND ASSIGNMENT
@ 1.02f o OF UNCERTAINTIES
g § ’g‘ A. Spinning rotor gauge data at9 x10~* Pa
g 10y . o o f gD_, i Each laboratory determined the rotor's accommodation
9 28 aolE o o coefficiento at least eight times atX910™ 4 Pa. For each set
S5 joof il 00, o 2y o | of measurements, where agairi=PTB(1), NIST, PTB2),
g o o © NPL(1), PTB(3), PTB(4), NPL(2), PTB(5), the mean value
g (¢') and the standard deviation of the mean were calculated.
0-990 : - - The mean values, normalized by the mean value for the ini-
CALIBRATION NUMBER tial set of results at PT@), are given by
Fic. 1. Normalized sensitivitie¢see the tejtof the Bayard-Alpert gauge i <UI> )

over a two month period before the comparison. DG: degassing; IB: ion U”:<UPTB(1)>’
bombardment of collectqsee the text REC (recalibration on the same day ]
or several days latgr and presented in Table IV.
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TasLE IV. The mean accommodation coefficienr% and their standard TaBLE V. Results of the comparisons a0 4 Pa. Calculated from Eq.
ref

deviations as measured in the eight calibration sequences. All values af8), o|>' are the pilot laboratory reference values ahd[ff, from Eq.(9),

normalized to PTRL). are their standard deviations, including an allowance for transfer instabili-
ties. R, are the ratios of the accommodation coefficients measured at
Calibration » _ 9x10™* Pa, calculated using E(L0), andAR; are the standard deviations
sequence oy, (Aoy) of those ratios, including transport instabilities.
PTB(1) 1.0000 0.0007 Comparison o Ao R, AR,
NIST 1.0001 0.0005
PTB(2) 0.9984 0.0007 NIST-PTB 0.9992 0.0010 1.0009 0.0011
NPL(1) 1.0072 0.0004 NPL(1)-PTB 0.9956 0.0029 1.0117 0.0029
PTB(3) 0.9927 0.0003 NPL(2)-PTB 0.9932 0.0006 1.0144 0.0009
PTB(4) 0.9932 0.0004
NPL(2) 1.0075 0.0006
PTB(5) 0.9932 0.0012

(AO_:]ef(N|ST))2: %[(AUETB{D)2+(A0’ETB(2))2

PTB(2 PTB(1
(TP o))

n
€)
To compare the generated pressures &tl0 4 Pa be- (A eINPLY2N2_ 11 (A GPTB2I9Y2 4 (A oPTBE5)2
. . P n 4 n n
tween the different laboratories a procedure similar to that
described in Ref. 3 was adopted. In the absence of other + (0T BB _ G PTB2I4) 21

i i i (i)
mformatlon.,.the mo;t pla95|ble reference yalu§ for where A indicates a standard deviation. The normalized
laboratory i is the arithmetic mean of the calibrations at themean result for each participating laboratdg. (7)], is
pilot laboratory before and after the transport. That is, P pating : ’

divided by the appropriate reference valis). (8)] to obtain

PTB(1) , _PTH2) the ratio
ref(NIST) _ (0q "7 Hon ™) .
a-n - 2 ] o_ln
(8) Ri= EOR (10
(oPTB24 | PTB3S)) "
U;ef(NPL(M)): n n , The relative standard deviation of this ratio is approximated
where the second line indicates that the reference for the AR, Agh\? [AglD)\2
NPL(1) data is derived from PT®) and PTR4), and that ?IN o 0_'r1ef(i) (11

the reference for the NRR) data is derived.

The uncertainty of these reference values depends in pa‘,l]z;\ble V summarizes the data and uncertainties for the com-
on the standard deviatioso,, of the before and after values Parison using the SRG transfer standard.
determined at the pilot laboratory. However, if the differ-
ences between the before and after pilot laboratory calibraB. Bayard-Alpert ionization gauge data
tions si_gnifi_cantly exc«_ee_d the standard devi_atiqns of the pilot As outlined in Sections Il C and Il D, the measured ion
lab calibrations, then it is probable that a significant system-

gauge sensitivity values at each pressure are averaged and

atic change has occurred in the characteristic of the gauge— o lized by the sensitivity value ab@l0™* Pa[Eq. (4)].

most likely due to transportation between the pilot and ParEq; each laboratory, the average value ati® 4 Pa is nor-

tLII(rf]ISsa:;IlZz(r)i;atotrrlﬁss.cgrr;foarltrlijsnoar:eI%bivlg/r:ar(:hs?r?gssvv\gedrg r?gﬁwalized by the initial value obtained by the pilot laboratory,

9 P ' ' PTB(1), ie., (S(9%x10°*Pa)/(SPTBW(9X 1074 Pa)).
understand the mechanisms that cause these changes, Y&,
cannot say how much change occurred between the pilot
laboratory and the participating laboratory, and how much on
the return transport, i.e., there is no guarantee that the meansLe VI. The average Bayard-Alpert gauge sensitivitgsat 9x 10~* Pa,
value[Eg. (8)] is the actual value of the characteristic during normalized to PTEL), and their experimental standard deviations as mea-
the participant laboratory calibration. Therefore, in evaluat-Sured in the eight calibration sequences.

ing the uncertainty of the reference value we must also take

se normalized values for the BA gauge are presented in

Calibration

into account a transport uncertainty. Unfortunately, we have sequence S, (AS)
only one relevant data point, the difference between the be=
L . PTB(1) 1.000 0.001
fore and after calibrations, so we can only make a plausible NIST 1.002 0.000
assumption as to the likely changes in the gauge. We assume PTB(2) 1.008 0.010
that the standard deviation of the mean value—half the dif- NPL(1) 0.975 0.004
ference between the before and after calibration values— PTB(3) 0.993 0.002
represents a one-sigma transportation uncertainty. Similar PTB(4) 0.986 0.009
tainties were assumed in an earlier comparidrere- NPL(2) 0.991 0.005
uncer p PTB(5) 0.999 0.004

fore the variances of the reference value¥") are
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T T T T T T
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0.96 - 0.96 ]
L 1 1 1 1 1
1077 1078 1078 107 Pa 107° 1077 107¢ 1078 107 Pa 1073
PRESSURE - PRESSURE -

Fic. 3. Mean sensitivities of the Bayard-Alpert gauge, normalized to valuesFic. 4. Mean sensitivities of the Bayard-Alpert gauge, normalized to values

at 9x10°* Pa, measured by the PTB before and after each participant'sit 9x 104 Pa, measured by the participating laboratories. Uncertainty bars

measurements. The uncertainty bars are smoothed standard deviations of e smoothed standard deviations of the means; the NIST standard devia-

means. The curves are polynomial fits for illustrative purposes only. tions are less than the symbol size. Pilot laboratory results are indicated by
the fitted lines from Fig. 3.

differences between the standards. In effect, apart from a

stability of the pilot laboratory standard, the five PTB valuest"ange in the normalizing factor, the gauge appears to have
give an indication of the absolute stability of the sensitivity € Same characteristic when calibrated at NIST and at
at this pressure: the differences between these values afe Bl2)- This argument is buttressed by the good agreement

three to eight times larger than the preliminary test result?ew"een PTB and NIST obtained using the EXG, as pre-

(0.2199 described in Section lll, the largest changes appar_sented in Section IV C. Therefore, we conclude that the large

ently reflecting the effects of transport between laboratoriesc2nges in the BAG occurred between the PIJand NIST,
nd that PTER) is a much more valid reference for compari-

The averaged and normalized BAG sensitivities obtained

from Eq. (6) for the five PTB measurement sequences areOn with ',\“ST than is the average of P3 and PTR2). .
shown in Fig. 3. For easier recognition of the data, polyno- Accepting PTB2) as the reference to be compared with

mials of third or fourth order were fitted to th§,. vs NIST, we still must allow for the possibility of a small
log(p) data. It is evident that significant pressure dependen‘fhange in the BAG between_N_IST and P(‘BB_beypn_d th_ose
changes occurred. A difference as large as 3.6% in the nofccounted fo_r by the normalizing process, 1.e., It s S.t'” nec-
malized sensitivity is observed at the lowest pressures béssary to estimate the transport uncertainty. We believe that
tween PTB1) and PTR2). These differences again signifi- the fdlff:%l‘ell(’ICiS betvgeen PT:fB and_PTE{Z) arg”anomalousr;
cantly exceed the standard deviations obtained durin%0 c:: I?Ch od_?fny ettetr) Information, WZ w azssumet at
preliminary testing and the standard deviations of the cali>"¢ @ the dirierence ejweeq P([B and PTR ) repre-
bration data, indicated by the vertical bars in Fig[tBe sents an equivalent one-sigma limit on changes in the gauge

standard deviations of PTB) are higher because of a power charact_erlstlc_ betwe_en NIST and P8 Since this differ-
supply failure at PTB that necessitated reconditioning of theence(Flg. 3 IS relatively constant for most of the pressure
ion gauge during data collection for PTB]. In summary, range, we will use a value averaged for all pressures, i.e.,
between PTRBL) and PTR2) there was a systematic change 1\ N EZB<2>(p,)_SrF:ZEx3)(pA)|
in the characteristisS,(p) from practically pressure inde- Ayans m)Z 2-FTED J PTE) =
pendent to a small but significant pressure dependence. =1 Sic T(p)+Sic T (py)
The change in the fundamental characteristic of the BAGThe average difference between the normalized characteris-
between the time it left PTB, was shipped to NIST, andtics for PTB3) and PTR2) for the BAG is 1.3%, SQ\ans
returned to PTB clearly challenges its reliability as a transfer=0.65%.
standard. However, when the normalized characteristics for In the case of the NRI) data, there is no indication that
PTB(2) and NIST are compared, as illustrated in Figfdr either PTR2) or PTB(3) is a superior representative of the
purposes of clarity, only the fitted lines are included for thegauge characteristic when it was calibrated by NPL. There-
PTB data, but all data analyses are based on actua), data fore, we use the average of P and PTE3) as the refer-
can be seen that there is very good agreement at all preence to be compared with NPL. The transport relative
sures, well within the combined standard deviations of theauncertainty for this reference is derived from the previously
two calibrations. This agreement is possible only if two con-discussed average difference, and from E#2) Ayans
ditions are met; the two standards are in essential agreement, 0.65%. For NPI2) we use the average of P18 and
and there was little or no change in the transfer standar®TB(5) as the reference. However, the differences between
between NIST and PTR). In other words, it is extremely PTB(4) and PTE5) have a significant pressure dependence;
unlikely that at all pressures the shifts in the gauge characherefore we use one-half the difference at each pressure as
teristic between NIST and PTB) almost exactly cancel any the transport uncertainty at that pressure.

Table VI, along with their standard deviations. Assuming

(12
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TasLE VII. The extractor gauge sensitivitie%, at 9x 10”4 Pa, normalized

to PTB(1), and their experimental standard deviations as measured in the 1.02 ' ' '
eight calibration sequences. '
> 1.00
Calibration '§
sequence S, (AS) =
Q 0.98
PTB(1) 1.000 0.003 u
NIST 1.008 0.003 a
PTB(2) 1.016 0.005 ~ 0.96
NPL(1) 1.012 0.005 _§’
PTB(3) 0.888 0.005 Z g.94
PTB(4) 0.947 0.003 z
NPL(2) 0.920 0.001 0.92
PTBO) 0.923 0.006 1077 1078 1078 107 Pa 1073
PRESSURE -

Fic. 6. Mean sensitivities of the extractor gauge, normalized to values at
L 9% 10™* Pa, measured by the participating laboratories. Uncertainty bars are
C. Extractor ionization gauge smoothed standard deviations of the means; curves are for illustrative pur-
Table VII presents the average extractor gauge Sensitivigoses only. Pilot lab results are shown by the fitted lines from Fig. 5.
ties at 910 * Pa of the various sequences normalized to
the value determined by PTB. The changes between the below 9x10~° Pa, indicating a significant change occurred
pilot laboratory calibrations are significantly larger thanin the fundamental characteristics of this gauge before and/or
those observed for the BAG, in particular, a 12.6% chang@fter the first calibration at NPL. The standard deviations of
occurred between PTB) and PTR3). PTB(2), NPL(1), and PTR3) do not indicate large changes
The averaged and normalized pilot laboratory EXG senduring the course of the calibrations. Again we have no basis
sitivities are presented in Fig. 5, and Fig. 6 includes thefor discarding either PT®) or PTB(3) as a reference, there-
normalized NIST and NPL data. The differences between théore we will use the average of the normalized characteris-
normalized characteristics are relatively small and pressurgics. It is apparent that the difference between FJBand
independent for PTA) and PTR2), and comparable to or PTB(3) is strongly pressure dependent, therefore we use half
slightly larger than the combined standard deviations. Theréhe difference at each pressure as the estimate of the trans-
is no evidence that either PTB or PTB(2) is more repre- port uncertainty at that pressure. The agreement between
sentative of the gauge characteristic while it was at NISTPTB(4) and PTR5) is much better, therefore as a reference
therefore we use the average of the normalized characterifor NPL(2) we use the average of the normalized character-
tics PTB(1) and PTR2) as the reference for the NIST com- stics, PTB4) and PTR5). The average difference between
parison. Again as in Section IV A, we use the average difthese characteristics can be used to calculate the transport
ference between the normalized characteristics (B)Bnd uncertaintyA y,ns= 0.17%.
PTB(2), 0.65%, to calculate the transport equivalent relative
standard deviation for this referendg,,,s= 0.33%. V. ANALYSIS OF RESULTS
In addition to the previously noted large change at As noted before, the results of this comparison must be
9% 10 * Pa, there is a large pressure-dependent differenceonsidered in the context of their uncertainties. In so doing,
between the normalized PTB and PTR3) characteristics it should be kept in mind that the uncertainty indicates a limit
within which there is some probability that the “true” value
lies. It is sometimes assumed that a standard or one-sigma

1.02 T T , uncertainty implies a probability or level of confidence of
. - 68%. Strictly speaking, this assumption is valid only in the
> 1.00f limiting case of an infinite data set, and in the case of our
s very finite data sets the level of confidence is generally sig-
E 0.98 F nificantly smaller.
Lgu igggg A. Comparison of standards at 9 x107* Pa
Ll - -
= 0.9 iﬁiggig | The accommodation coefficients ax40 4 Pa can be
2 ] Mi//“ +PTB(5) used in a straightforward manner to compare the pressures
g 094 3/ generated by the standards. Since the calculated accommo-
0.92 - . ' . ] dation coefficient is proportional to the measured decelera-
107 10-° 105 107 Pa 10-3 tion rate, which in turn is proportional to the generated pres-
PRESSURE - sure,”, the ratio of the generated pressures equald{ha

Table V. Thus, for NIST and PTB!"'%leT_‘y)PTB)/:y)PTB

Fic. 5. Mean sensitivities of the extractor gauge, normalized to values at_5 4 _ 0 . L ] 0
9% 104 Pa, measured by the PTB before and after each participant. Uncer- Ri—1=0.09%, with a standard deVIatIOAR' , 0f 0.11%.

tainty bars are smoothed standard deviations of the means; curves are f@uadratica”y combining this uncertainty with the uncertain-
illustrative purposes only. ties of the two standards at<910 # Pa, 0.13% for PTB and
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0.17% for NIST(see Table I), the one-sigma limit for ex- five pilot laboratory calibrations, and presented in Figs. 3—6.

pected differences is calculated to be 0.24%. Clearly th&Vith one exception, previously discussed, the average of the

measured difference is well within this limit. before and after calibrations of the pilot laboratory were used
From Table VRyp (1) = 1.0117 andRyp () = 1.0144, as the reference sensitivitfie)(p). For each participant,

indicating differences between the pressures generated lythe deviation is calculated between its normalized sensitiv-

the standards of fypL.— Zp1e)/ Zp1e = 1.17% and 1.44%, ity and the reference sensitivity for each pressure and each

with standard uncertainties of 0.29% and 0.09%. The differgauge. As noted before, the SRG data are used to correct the

ence between the results of these two comparisons, 0.27%eference sensitivity for any pressure-independent changes,

is less than their combined standard deviations, so weo the difference between the generated pressures,

summarize these results by their mean valueugag(p;) Or mexa(P;), as indicated by the BAG and EXG,

((PnpL—Zpre) Ppre) = (1.31%+0.14%). We believe the respectively, is given by

uncertainty ofRyp () is fortuitously small and a weighted _

mean is not warranted, therefore, we report a simple mean RiS'nc(pj)

and its standard deviation. Taking into account the uncertain- “Bac/exc(Pj)= S py b (13

ties of the standarddable 1I; 0.32% for NPL and 0.13% for ne (P

PTB), the one-sigma limits for the expected differences are _ - .

0.45% and 0.36%. Thus, both of the measured differenceﬁ’here the notatiouga/exg indicates that the same equation

significantly exceed the combined uncertainties. is used for both setg of data. )
The standard deviations of these measured differences are

calculated from the square root of the quadratic sum of the
standard deviations of the ion gauge calibration results ob-

The BAG and EXG are used to compare the standardtined by each standard, the standard deviation of the com-
below 9x 10™* Pa. As discussed in Sections IV B and IV C, parison at %10 * Pa, AR;, and the equivalent standard
for each gauge normalized and averaged sensitivitiegjeviationA,nsrelated to the transportation as described in
S,.(p), were calculated for each participantincluding the ~ Sections IV B and IV C

A ppacexc(P)) = \/

Since most of the factors in this equation are close to ldifference between the pressures generated by the NIST
we can derive the following approximation to better illustrateand PTB standards from>310 7 Pa to 9x10 % Pa is
the significant factors determining the total uncertainty, (Pist— Zpre)! P pre) =(0.24+0.12)%.

The NPL-PTB results in Fig. 8 are less satisfactory. The
first set of EXG results are compromised by large gauge
instabilities, indicated both by the large char(@8%) of the

B. Comparison of standards below 9 x10™* Pa

RiSinc(loj)ASLecf(i)(Pj))2 (Sinc(pi)ARi ’
[SEf(p))1? She(py)

+ (Atrang 2- (14)

aA%amﬁz
S (p))

A peaciexc(Pj)

~\[AS, (P TP+[AST () 1+ AR+ (A rang?.
(15)

0.04 T T

The data of Fig. 7 indicate that the NIST and PTB standards
agree to within the uncertainty of the comparison, with the
largest measured difference of (%0.6)% at 3x 10’ Pa.

The average magnitude of the uncertaintieepresented

by the vertical lines attached to the pointsser the entire
pressure range for both gauges is 0.7%. Presenting both

0.02 4

Hers OR Heve™
[=]
[=]
=]
—_
5
> —=—
| g —o—
=
———
————

sets of resultsugac(p) anduexc(p), the same plot allows a 0021 1
visual evaluation of any correlation between the BAG and ; EE:IQESSRL)PERT)
EXG data. It is evident that the data for the two gauges —0.04L. - - - .
are not correlated to any significant extent, and the calculated 10 e L

correlation coefficient,—0.09, is virtually zero, indicating
that observed differences are random in nature and ansic. 7. Relative differences between the generated pressures,
systematic deviations between the standards are withif¥nist—7pre)/7pre. as given byugag and uex [from Eq.(13)]. Uncer-
the scatter of the data. The lack of correlation in thel@nt bars are standard uncertainties from @, including an allowance

s . for transfer standard instabilities. To distinguish the uncertainty bars for the
data justifies a further reduction of the results by averagy gauges, the points for the BA gauge are slightly shifted to the right on

ing them over pressure. The average measured relatiwBe pressure axis.
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0.10 ' ' ' ] smaller relative difference, Lyist— Zp18)/p15=(0.09
1 + 0.11)%, which is comparable to the difference observed
% % ] eight years earliet.
1, 0.05F bt MH> ] The results of the NPL and PTB comparisons are
¥ f b 4 b quite different. At 9<10 * Pa, the average of the rela-
go I “-?’..u..--l,,-_,,,._ﬂé.%.é tive differences observed in the two comparisons,
£ 000 o . ¥ (P upL—Zp1e)l Pore) =(1.35+0.14%, significantly ex-
ceeds the combined uncertainties of the two standards, and is
E:IQ:ET}:\RLZPERT: zz&g;;zzt& also significantly larger than the differences, (©062)%
-0.05 . and (0.5-0.3)%, found using SRGs in an earlier comparison

10”7 107, 10T P 107 at this pressuré.Two earlier comparisons, using ionization
Fic. 8. Relative differences between the generated pressure@atjge transfer standards, m\_/OI_Ved a dlﬁeren_t P_TB standard
(ZnpL—Pore)| Pors, @S given byusas and uexs [from Eq.(13)]. Uncer-  and had much larger uncertainties, but they did find the pres-
tainty bars are as described in Fig. 7. sure generated at NPL to be higher than the PTB pressures. It
appears that at this pressure there is persistent evidence for a

significant difference between the NPL standard and the PTB
normalization factor at 10 % Pa, and a large pressure- standardand by extension the NIST standprd

dependent shift at lower pressures. Much smaller EXG insta-, At lower pressures the situation is less clear. The EXG

bilities were observed during the second NPL-PTB compari-data indicate no pressure dependence of the difference be-

son. However, taking into account the different offsets attween the standards. The BAG data are quite different; they

9x 1074 Pa, both sets of EXG results indicate virtually the indicate a significant pressure-dependent difference between

same conclusion; to within the uncertainty of the compari-the two standards. The consistency of the results for each

sons there is no significant pressure dependence of the difauge from the two comparisons makes it difficult to dismiss
ference between the NPL and PTB standards for pressurdd€ results for either gauge, and has prompted an examina-
below 9x 104 Pa. tion of possible systematic, pressure-dependent problems
The BAG results are quite different. The repeatability of With one or both of the ionization gauges. _
the pilot lab reference calibrations indicate better stability for Most of this examination has focused on the BAG, in part
the BAG than for the EXG. However, taking into account thePecause there is a general inclination to place more weight
indicated uncertainties and the offsets at B0 % Pa, the two  ©N results that consistently indicate no pressure dependence
sets of BAG results are not as well correlated at the lowePVer the entire pressure rangle EXG results since it is
pressures as the two sets of EXG data. Nonetheless, the BAdlikely that pressure-dependent shifts in a gauge will cancel
data clearly indicate a pressure-dependent difference béressure-dependent errors in the standards at all pressures. In
tween the two standards, with the difference increasingiddition, there is some evidence of a possible problem with
with decreasing pressure to an offset as large athe BAG emission current control/measurement circuit. In
(PapL— Zo1R)! Pp1e=6%, for the NPI(1) results, and 5% the later stages of the comparison NPL noted instabilities in
for the NPL(2) results. In both cases the indicated differencegshe measured BAG electron emission current. Post-
significantly exceed the combined standard uncertainties ofomparison testing of the BAG at PTB found, on one occa-
the two standards, which is a maximum of 0.60% at thesion, shifts of comparable magnitu¢gbout 5% in the mea-
lowest pressure. sured current. The data indicate that the actual emission
current was stable and the instability was in the current mea-
surement, which will cause corresponding errors in the cal-
culated sensitivity. If a pressure-dependent effect of this type
VI DISCUSSION occurred during both NPL calibrations, but not during the
The instabilities of the transfer standards created probpilot laboratory calibrations, it could explain the pressure
lems in the data analysis and compromised the results. Howdependence of the NPL-PTB results. However, the observed
ever, in spite of these difficulties, and because of the use dfistabilities at PTB were not pressure dependent, and from
redundant transfer standards and the repeat of the NPL-PTiBe available evidence we cannot determine if this type of
data, several useful conclusions can be drawn from this coninstability occurred throughout the NPL calibrations. The
parison. possibility of a pressure-dependent time response of the ion-
First, the NIST and PTB standards agree to well with-ization gauges was examined, since the NIST and PTB stan-
in the combined uncertainties over the entire range oflards generate a steady-state pressure, whereas the NPL
the comparison. In view of the absence of systematic trendstandard generates a transient step function. However, ex-
in the ion gauge results, the average indicated relative differperiments at PTB using both their orifice-flow and volume-
ence between the pressures,(Zist—Z%p18)/ 7 oT8) expansion standards found no significant difference in the
=(0.24+0.12)%, can be considered representative of th@esponse of the gauges.
differences over the entire rangex30 ' Pato 9<10 4 Pa. Thus, there is no hard evidence of systematic effects in
At the highest pressure, the SRG data indicate an eveeither ion gauge that could explain the difference between
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